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KONEET?

Suunnittelevatko





Everyone designs who 
devises courses of action 
aimed at changing existing 
situations into preferred ones  

- Herbert Simon



LASKENNALLISET MENETELMÄT OVAT JO 
MULLISTANEET SUUNNITTELUN!



Graphical user interfaces

Consumer electronics

Automotive interfaces

Input devices

Web user interfaces

Gestural interaction Mobile interfaces

Dialogue interfaces

Käyttöliittymät suunnittelukohteena



… mutta miksi ei 
vuorovaikutussuunnittelua?



Muuttako tekoäly myös 
vuorovaikutus suunnittelun?
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CAN A MACHINE DESIGN?

NIGEL CROSS

Department of Design and Innovation

Faculty of Technology, The Open University

Milton Keynes MK7 6AA,   UK

Abstract: One strand of my research has been concerned with the computer as a design
tool; but a second strand has been concerned with design computing as a research tool for
improving our understanding of the design process. Some of this latter research is based
on the simulation of computer behavior by human beings - a reversal of the more usual
approach - and some is based on comparisons of computational models with human
design behavior. Despite recent doubts expressed by some authors, I suggest that the
question, ‘Can a machine design?’ is still a useful question to ask.

Introduction

Asking ‘Can a machine design?’ is similar to asking ‘Can a machine think?’

The answer to the latter question seems to be, ‘It all depends on what you mean

by “think”.’ Alan Turing (1950) attempted to resolve the question by his

‘Turing Test’ for artificial intelligence - if you could not distinguish, in a blind

test, between answers to your questions provided by either a human being or a

machine, then the machine could be said to be exhibiting intelligent behavior,

i.e. ‘thinking’.

In some of my research related to computers in design, I have used

something like the Turing Test in reverse - getting human beings to respond t o

design tasks as though they were machines. There have been various intentions

behind this strategy. One intention has been to simulate computer systems that

do not yet exist; another has been to try to shed light on what it is that human

designers do, by interpreting their behavior as though they were computers. My

assumption throughout has been that asking ‘Can a machine design?’ is an

appropriate research strategy, not simply for trying to replace human design by

machine design, but for better understanding the cognitive processes of human

design activity. However, this assumption has been challenged recently. In this

paper I will first review some of my research, and then return to this challenge.

Using humans to simulate computers

My first research project began when I completed my undergraduate course in

architecture in the mid-sixties and went on to study in the new field of design

research, at the Design Research Laboratory at UMIST, Manchester, run by

John Christopher Jones. My MSc research project was in ‘Simulation of
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How Many of Your Daily Tasks Could Be
Automated?
by Michael Chui, James Manyika, and Mehdi Miremadi

DECEMBER 14, 2015

A sea of ink and hours of video have been dedicated to the looming battle between humans and machines, often concluding that the machines

win and human workers lose. It is a nearly irresistible narrative, which has been captured in books such as Martin Ford’s Rise of the Robots and

The Second Machine Age, by Erik Brynjolfsson and Andrew McAfee. It has also has inspired scholarship by academics such as Carl Benedikt Frey

and Michael Osborne of Oxford University, who estimate that 47% of occupations in the United States could be automated within 20 years, and

David Autor of MIT, who argues that the ability of machines to take on human jobs is vastly overstated.

At McKinsey, we are conducting our own research into the impact of automation on jobs and organizations and recently published a brief paper

previewing some of our findings. The most important insight has been that it is far more useful to think about the activities that can be

automated rather than entire occupations—handing over discrete bits to machines, like pulling out the most useful data from an analyst’s report,

generating a report on the latest sales figures, or moving products around a warehouse. Smart machines have already demonstrated the ability to

see patterns in information, understand what humans are saying (answering a question like “show me where sales rose the most last week”),

and manipulate physical objects. Once these capabilities are applied to various work activities, few occupations or organizations will remain

untouched.

Let’s look at what happens if we approach automation at the level of activities, rather than occupations. Take, for example, the role of a

marketing manager or executive in a consumer products company. A marketing manager is well educated and well compensated—he or she
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SDP model has been extended to scrolling lists and hierar-
chies [12], square and circular layouts [1] and interaction with
constrained devices [13].

Simulation models mainly refer to visual search as the ex-
planatory factor for the above effects. EPIC (Executive Pro-
cess Interactive Control) [27] consists of a production-rule
cognitive processor and perceptual motor peripherals. Their
execution is limited by temporal and capacity limitations
posed by the cognitive infrastructure [19, 21, 22]. Four strate-
gies are distinguished for menus [21]: serial search (one
menu item processed at a time), parallel search (many items
processed at the same time), random search, and systematic
search. The last two are combination of the others. Data sug-
gested that parallel search with both random and systematic
search matched well observed data.

ACT-R/PM [8] extends ACT-R [3], which is also a produc-
tion rule architecture. It differs from EPIC in the details of
the visual search process [35]. ACT-R/PM posits a system-
atic, top-to-bottom search with eye fixations on menu items
that share features with the target item [3]. In constrast, EPIC
posits a 50/50 blend of random and systematic search with
eye fixations determined by the number of menu items vis-
ible in the fovea. However, a study found that neither EPIC
nor ACT-R is a good characterization users’ behavior [9]. The
assumptions concerning mouse movements also differ. EPIC
predicts, similar to SDP, that there is a single aimed mouse
movement from the initial position to the target item once the
target has been located. Timing of this movement should be
governed by Fitts’ law [30]. ACT-R, on the other hand, pre-
dicts that the mouse should “trail” the eyes such that once the
target is located, there is an approximately constant and short
distance to the target. This predicts multiple mouse move-
ments that are correlated with the number of eye movements.

MODEL OVERVIEW
The model has four input variables: target position (1-16),
menu length (8-16), menu organization (unordered, alphabet-
ical, semantic), and number of previous encounters with the
item (1-12). The model is in a mathematical form that allows
deriving both total menu selection time and gaze distribution.
The assumption is that the total time to select an item con-
sists of time spent in two consecutive subtasks–search and
pointing–and both are affected by learning (Figure 1):

• Search uses the recruitment of eye gaze and memory recall
to identify the position of the target in the menu by scan-
ning it. We follow previous simulation models [20, 21] and
assume two search strategies:

– Serial search consists of top-to-bottom reading of
items that, with practice, allows more skipping. This
is modeled as a uniform distribution from the begin-
ning of the menu to the target.

– Directed search consists of a direct attempt at moving
the eyes on top of the target. At first such attempts are
random, as the user tries to guess the location, but with
more exposure they become more accurate. We model
directed search as a normalized Gaussian distribution
centered on the target.

Figure 1. We predict total selection time as a gaze distribution that is the
sum of three components: Serial search, Directed search and Pointing.

• Pointing: After localizing the target, the target is selected
by pointing. Pointing time is modeled with Fitts’ law, like
in previous models. However, like [8], we assume two
starting locations of the cursor: 1) the first at the top of the
menu, 2) the other from a constant distance in the vicinity
of the target (trailing).

• Learning: Our learning model is a power law of practice
model [34] which is parametrized for each search compo-
nent. The negative exponential form of the law implies
that largest gains are achieved in the first repetitions, and
the gains diminish rapidly after that.

Total Selection Time
Total selection time T is the sum of time spent in serial search
Ts, directed search Td, and pointing Tp:

T (✓) = Ts(✓) + Td(✓) + Tp(✓) (1)

where ✓ = (l, t, P ) is a vector containing the four input vari-
ables: length of the menu l, position of the target t, and a vec-
tor giving the number of previous encounters with the items
in the menu P (practice).

An original aspect is to explain where (e.g., on which item)
the eyes spend time. The total time for selecting target t is
the sum of the gaze time required for each item i of the menu.
The relationship between total time and the gaze distribution
for each component is:

T (✓) =
1

R

i=lX

i=0

Gs(i, ✓) +Gd(i, ✓) +Gp(i, ✓) (2)

where Gs, Gd, Gp estimate the numbers of gaze points (se-
rial, directed, and pointing) captured using an eye-tracker
with a sampling rate of R. In our studies, R = 50Hz.

Serial search
Serial search refers to the top-to-bottom inspection of items.
Items after the target are not visited. With practice, users not
only skip more items but also spend less time on each visited
item. For this reason, the number of gaze points on each item
in a menu is not constant but decreases as a function of rep-
etitions. The number of gaze points for i when looking for
target t is:

Gs(i, ✓) =

⇢
as ⇥ exp(�bs ⇥ pi) + cs if i  t

0 otherwise
(3)
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Serial search
Serial search refers to the top-to-bottom inspection of items.
Items after the target are not visited. With practice, users not
only skip more items but also spend less time on each visited
item. For this reason, the number of gaze points on each item
in a menu is not constant but decreases as a function of rep-
etitions. The number of gaze points for i when looking for
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0 otherwise
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where as, bs, cs are the parameters of the learning model,
while pi is the number of previous encounters with item i.

Directed search
In directed search the user tries to glance directly at the target.
Attempts are initially more random, but the spread of gaze
distribution decreases with more repetitions. As experienced
users have memory about the general location of the target,
they can glance at the neighborhood of the target and, even-
tually, directly move the eyes to it [11]. As in serial search,
we assume that experienced users also skip more items and
spend less time reading them than novices.

We thus model this distribution of gaze with a normal distri-
bution centered on the target item t. Probability for item i in
the menu is given by its probability density function  t,�2

d
(i)

modulated by the power law of learning:

Gd(i, ✓) =  t,�2
d
(i)⇥ (ad ⇥ exp(�bd ⇥ pi) + cd) (4)

where �d is the standard deviation reflecting the spread of the
search area. ad, bd and bd are the empirical parameters of the
learning model. Note that the sum in Eq. 2 ranges from the
first item to the end of the menu (i 2 [1, l]), but not longer,
because we assume that users only search inside the menu.

The spread �d reflects the accuracy of memory-directed
search and depends on the number of previous encounters pt
with the target. The amplitude of the distribution reflects the
amount of time spent in the search area and is affected by
the power law of practice. We assume that the spread �d is
also affected by menu length: Longer menus have more un-
certainty and users are more likely to visit more items:

�d(i) = l ⇥ a� exp(�b� ⇥ pi) + c� (5)

where a� , b� and c� are the parameters of the learning model.
Note that two learning components affect the gaze distribu-
tion: The first affects the tendency to engage in directed
search (amplitude), the second the accuracy of perceptual
memory (spread).

Pointing
Pointing is the time the eyes spend on the target to make the
selection after it has been localized. The pointing time is pre-
dicted by Fitts’ law [30]:

Tp = a+ b⇥ log2(1 + ID) with ID =

D

W
(6)

where ID is the index of difficulty. In our model, Dt is the
distance from the cursor position to the target position when
starting the pointing task. Evidence [9] suggests that the cur-
sor sometimes trails the eye gaze and can be in the vicinity of
the target when this one is localized. However, the distribu-
tion of these two strategies (starting from the top vs. starting
in the vicinity) is not known. The average distance Dt is thus
defined with a weighing parameter ↵:

Dt = ↵⇥ dt + (1� ↵)⇥ d0 (7)

where ↵ reflects the relative usage of the two strategies; dt =
t ⇤ W is the distance from the top of the menu to the target

and d0 the distance from the cursor to the gaze when using
the trail strategy. We assume that d0 = 0.

Tp = a+ b⇥ log2(1 + ↵⇥ t) (8)

We can thus estimate Gp. However, to account for the fact
that users can see 2-5 items in the neighborhood of the gaze
point, we revisit the equation 8. We add a normal distribution
 t,1.1(i) that covers the dispersion of gaze in the items around
the target:

Gp(i, ✓) = ap + bp ⇥ log(1 + ↵⇥ t)⇥  t,1.1(i) (9)

where  t,1.1 is a normal distribution centered around the tar-
get t with a standard deviation equal to 1.1. This reflects that
95% of the gazes are in the users’ (extended) fovea.

Absent items
We also provide a simple model for deciding that an item is
not in the menu. We assume that search time here only de-
pends on menu length. If users do not know the menu content
(p = 0), they inspect all items. They then become quicker at
detecting missing items. The model is:

Ta(✓) = aa ⇥ exp(�ba ⇥ Pa) + cm (10)

where aa, ba, ca are three components of the learning model.
We expect here having a large ba reflects that users quickly
acquire knowledge about absent targets.

DATA COLLECTION
The experimental design is based on and extends Nielsen
[36]. In the experiment, a label is shown and the participant
must click the corresponding item as quickly as possible. Dis-
tinctive properties of the method include:

• eye fixation and mouse movement data are collected to un-
derstand visual search and pointing behavior (cf. [9])

• item selections are repeated multiple times to understand
practice effects

• three different organizations of the items are included (un-
ordered, alphabetical, semantic).

Participants, Apparatus and Setup
Twenty one participants (13 females), ages 18 to 26 years
(mean=21.1, �=3.54), were recruited by email list advertise-
ments, and paid 45 euros for participation. All participants
had normal or corrected-to-normal vision, were familiar with
WIMP interfaces, and used menus regularly.

The experiment was conducted on a windows PC and a 20
LCD display at 1280x960 resolution. A traditional optical
mouse was used. All Participants used the same sensitivity
and acceleration of the mouse.

We used an 1750 Tobii eye-tracker. The sampling data rate
is 50Hz (raw eye movement data points every 20 ms); the
latency was 20ms and the spatial resolution is 0.25 degrees
(0.19cm on the screen) while the height of an item is 0.75 cm.
The distance of the users’ eyes from the screen was 65cm. It
means that participants can simultaneously focus on 3 items
if we consider a fovea of 2 degrees.
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Figure 13. Five of the 20 search results for the three-part DQL layout query visualized on the left. The query, which executed in 2.1 minutes,
returns pages that share a common high-level layout, but exhibit different designs.

Machine Learning
Webzeitgeist also enables a new kind of design-based ma-
chine learning. For the first time, applications can stream
structured visual descriptors for page elements from a cen-
tral repository. Moreover, Webzeitgeist’s extensible architec-
ture allows new data to be collected and integrated with the
repository for supervised learning applications, for instance
via crowdsourcing.

Classification. Lim et al. [22] used Webzeitgeist as a back-
end to train structural semantic classifiers for concepts like
ARTICLE TITLE, ADVERTISEMENT, and PRODUCT IMAGE.
In an online study, they collected a set of more than 20,000 se-
mantic labels over more than 1000 distinct pages. They then
used the descriptors associated with page elements to train 40
binary Support Vector Machine classifiers, reporting an aver-
age test accuracy of 77 percent. In the future, these and other
similar classifiers could be used to support Web accessibility,
guide attempts to “semantify” the HTML standard, and allow
designers to search for pages that match a given visual “feel.”

Metric Learning. Machine learning techniques can also
be used to enable example-based search over the repository.
Using Lim et al.’s label data, we induced a distance met-
ric in the 1679-dimensional descriptor space using OASIS,
a metric-learning algorithm originally developed for large-
scale image comparison [4]. The method takes as input sets
of identically-labeled page elements, and attempts to learn
a symmetric positive-definite matrix that minimizes interset
distances. Once learned, this metric can be used to perform
query-by-example searches on page regions via a nearest-
neighbor search in the metric space. These nearest-neighbor
computations can be performed in realtime via locality sensi-
tive hashing [13].

Example-based search provides a powerful mechanism for
navigating complex design spaces like the Web [31]. Fig-
ure 14 shows three example queries and their top results,
demonstrating how Webzeitgeist can be used to search for al-
ternatives for a given design artifact, and to identify template
reuse between pages. The utility of this search interaction
critically depends on the full Webzeitgeist feature space. For

comparison, Figure 15 shows nearest-neighbor results for the
top query in Figure 14 using only the vision-based GIST de-
scriptors. While these elements are visually reminiscent of
the query, they bear little structural or semantic relation to it.

DISCUSSION AND FUTURE WORK
This paper demonstrates—for the first time—the value of
large-scale mining of design data, and offers a new class of
data-driven problem-solving techniques to the design com-
munity. While the paper showcases several concrete design
interactions, we imagine that the applications that eventually
arise from design mining will greatly outstrip our power to
predict them.

There are a number of directions for future work. Scaling
the database by several orders of magnitude would increase
the accuracy and utility of many design-mining applications.
While the current indexing strategy for Webzeitgeist should
scale to about five million pages, crawling a more substan-
tial portion of the Web would require porting the infrastruc-
ture to a distributed computing and storage platform. More
flexible and powerful backing stores (for instance, graph
databases [25]) may also make it easier to formulate complex
queries that span multiple levels of page hierarchy (e.g., “Find
all the nodes whose children are all <IMAGE> elements”).

In addition to crawling more pages, altering the crawl’s selec-
tion policy to capture additional information from each vis-
ited site could provide a more holistic view of Web design
practice. By spoofing USER-AGENT headers and requesting
pages with browser windows of varying sizes, the repository
could detect responsive Web designs, or pages with layouts
that adapt to the viewing environment. This type of mining
would help users understand design patterns across different
form factors (e.g., mobile, tablet, and desktop). Expanding
Webzeitgeist to support site-level mining by sampling several
pages from each visited domain could help designers analyze
how individual page elements are reused and adapted. Aggre-
gating multiple versions of pages over time could allow users
to build data-driven models of Web design evolution [2, 35].
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scale image comparison [4]. The method takes as input sets
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distances. Once learned, this metric can be used to perform
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neighbor search in the metric space. These nearest-neighbor
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demonstrating how Webzeitgeist can be used to search for al-
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reuse between pages. The utility of this search interaction
critically depends on the full Webzeitgeist feature space. For

comparison, Figure 15 shows nearest-neighbor results for the
top query in Figure 14 using only the vision-based GIST de-
scriptors. While these elements are visually reminiscent of
the query, they bear little structural or semantic relation to it.

DISCUSSION AND FUTURE WORK
This paper demonstrates—for the first time—the value of
large-scale mining of design data, and offers a new class of
data-driven problem-solving techniques to the design com-
munity. While the paper showcases several concrete design
interactions, we imagine that the applications that eventually
arise from design mining will greatly outstrip our power to
predict them.

There are a number of directions for future work. Scaling
the database by several orders of magnitude would increase
the accuracy and utility of many design-mining applications.
While the current indexing strategy for Webzeitgeist should
scale to about five million pages, crawling a more substan-
tial portion of the Web would require porting the infrastruc-
ture to a distributed computing and storage platform. More
flexible and powerful backing stores (for instance, graph
databases [25]) may also make it easier to formulate complex
queries that span multiple levels of page hierarchy (e.g., “Find
all the nodes whose children are all <IMAGE> elements”).

In addition to crawling more pages, altering the crawl’s selec-
tion policy to capture additional information from each vis-
ited site could provide a more holistic view of Web design
practice. By spoofing USER-AGENT headers and requesting
pages with browser windows of varying sizes, the repository
could detect responsive Web designs, or pages with layouts
that adapt to the viewing environment. This type of mining
would help users understand design patterns across different
form factors (e.g., mobile, tablet, and desktop). Expanding
Webzeitgeist to support site-level mining by sampling several
pages from each visited domain could help designers analyze
how individual page elements are reused and adapted. Aggre-
gating multiple versions of pages over time could allow users
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Introduction

I This paper proposes a parsing algorithm for indoor scene
understanding which includes four aspects: computing 3D scene
layout, detecting 3D objects (e.g. furniture), detecting 2D faces
(windows, doors etc.), and segmenting the background. The
algorithm parse an image into a hierarchical structure, namely a
parse tree. With the parse tree, we reconstruct the original image by
the appearance of line segments, and we further recover the 3D
scene by the geometry of 3D background and foreground objects.

Figure : 2: 3D synthesis of novel views based on the parse tree.

Stochastic Scene Grammar

The grammar represents compositional structures of visual entities,
which includes three types of production rules and two types of
contextual relations:
I Production rules:

(i) AND rules represent the decomposition of an entity into sub-parts;
(ii) SET rules represent an ensemble of visual entities;
(iii) OR rules represent the switching among sub-types of an entity.

I Contextual relations:
(a) Cooperative + relations represent positive links between binding
entities, such as hinged faces of a object or aligned boxes;
(b) Competitive - relations represents negative links between
competing entities, such as mutually exclusive boxes.

Bayesian Formulation

I We define a posterior distribution for a solution (a parse tree) pt conditioned on an
image I. This distribution is specified in terms of the statistics defined over the
derivation of production rules.

P(pt |I) / P(pt)P(I|pt) = P(S)
Y

v2Vn

P(Chv |v)
Y

v2VT

P(I|v) (1)

I The probability is defined on the Gibbs distribution: and the energy term is
decomposed as three potentials:

E(pt |I) =
X

v2VOR

EOR(Ar(Chv))+
X

v2VA ND

EAND(AG(Chv))+
X

⇤v2⇤I ,v2VT

ET(I(⇤v))

(2)

Inference by Hierarchical Cluster Sampling

We design an efficient MCMC inference algorithm, namely Hierarchical
cluster sampling, to search in the large solution space of scene
configurations. The algorithm has two stages:
I Clustering:It forms all possible higher-level structures (clusters) from

lower-level entities by production rules and contextual relations.

P+(Cl|I) =
Y

v2ClOR

POR(Ar(v))
Y

u,v2ClAND

PAND
+ (AG(u),AG(v))

Y

v2ClT
PT (I(Av))

(3)
I Sampling:It jumps between alternative structures (clusters) in each

layer of the hierarchy to find the most probable configuration
(represented by a parse tree).

Q(pt⇤|pt , I) = P+(Cl⇤|I)
Y

u2ClAND ,v2ptAND

PAND
- (AG(u)|AG(v)). (4)

Results

Experiment and Conclusion

Segmentation precision compared with Hoiem et al. 2007 [1], Hedau et
al. 2009 [2], Wang et al. 2010 [3] and Lee et al. 2010 [4] in the UIUC
dataset [2].

Compared with other algorithms, our contributions are:
I A Stochastic Scene Grammar (SSG) to represent the hierarchical

structure of visual entities;
I A Hierarchical Cluster Sampling algorithm to perform fast inference

in the SSG model;
I Richer structures obtained by exploring richer contextual relations.

(a) Designed by novice
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This paper proposes a parsing algorithm for indoor scene
understanding which includes four aspects: computing 3D
scene layout, detecting 3D objects (e.g. furniture), detecting
2D faces (windows, doors etc.), and segmenting the
background. The algorithm parse an image into a hierarchical
structure, namely a parse tree. With the parse tree, we
reconstruct the original image by the appearance of line
segments, and we further recover the 3D scene by the
geometry of 3D background and foreground objects.
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SET rules represent an ensemble of visual entities; (iii) OR rules represent the switching
among sub-types of an entity.
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entities, such as hinged faces of a object or aligned boxes; (b) Competitive - relations
represents negative links between competing entities, such as mutually exclusive boxes.
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Inference by Hierarchical Cluster Sampling

We design an efficient MCMC inference algorithm, namely Hierarchical cluster sampling, to
search in the large solution space of scene configurations. The algorithm has two stages:
• Clustering: It forms all possible higher-level structures (clusters) from lower-level entities by
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- (AG(u)|AG(v)). (4)

Experiment and Conclusion

Segmentation precision compared with Hoiem et al. 2007 [1], Hedau et al. 2009 [2], Wang et
al. 2010 [3] and Lee et al. 2010 [4] in the UIUC dataset [2].

Compared with other algorithms, our contributions are
• A Stochastic Scene Grammar (SSG) to represent the hierarchical structure of visual
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a particular grounding (Golland et al., 2010). All of these approaches model the observer’s inference
process and compute actions (motion or speech) that maximize the probability an observer infers the
correct hypothesis or goal. Our approximate solution to CIRL is analogous to these approaches, in
that we compute actions that are informative of the correct reward function.

Principal–agent models. Value alignment problems are not intrinsic to artificial agents. Kerr
(1975) describes a wide variety of misaligned incentives in the aptly titled “On the folly of rewarding
A, while hoping for B.” In economics, this is known as the principal–agent problem: the principal
(e.g., the employer) specifies incentives so that an agent (e.g., the employee) maximizes the principal’s
profit (Jensen & Meckling, 1976).
Principal–agent models study the problem of generating appropriate incentives in a non-cooperative
setting with asymmetric information. In this setting, misalignment arises because the agents that
economists model are people and intrinsically have their own desires. In AI, misalignment arises
entirely from the information asymmetry between the principal and the agent; if we could characterize
the correct reward function, we could program it into an artificial agent. Gibbons (1998) provides a
useful survey of principal–agent models and their applications.

3 Cooperative Inverse Reinforcement Learning

This section formulates CIRL as a two-player Markov game with identical payoffs, reduces the
problem of computing an optimal policy pair for a CIRL game to solving a POMDP, and characterizes
apprenticeship learning as a subclass of CIRL games.

3.1 CIRL Formulation

Definition 1. A cooperative inverse reinforcement learning (CIRL) game M is a two-player Markov
game with identical payoffs between a human or principal, H, and a robot or agent, R. The
game is described by a tuple, M = hS, {AH,AR}, T (·|·, ·, ·), {⇥, R(·, ·, ·; ·)}, P0(·, ·), �i, with the
following definitions:

S a set of world states: s 2 S .
AH a set of actions for H: aH 2 AH.
AR a set of actions for R: aR 2 AR.
T (·|·, ·, ·) a conditional distribution on the next world state, given previous state and action for

both agents: T (s0|s, aH, aR).
⇥ a set of possible static reward parameters, only observed by H: ✓ 2 ⇥.
R(·, ·, ·; ·) a parameterized reward function that maps world states, joint actions, and reward

parameters to real numbers. R : S ⇥ AH ⇥ AR ⇥ ⇥ ! R.
P0(·, ·) a distribution over the initial state, represented as tuples: P0(s0, ✓)
� a discount factor: � 2 [0, 1].

We write the reward for a state–parameter pair as R(s, aH, aR; ✓) to distinguish the static reward
parameters ✓ from the changing world state s. The game proceeds as follows. First, the initial
state, a tuple (s, ✓), is sampled from P0. H observes ✓, but R does not. This observation model
captures the notion that only the human knows the reward function, while both actors know a prior
distribution over possible reward functions. At each timestep t, H and R observe the current state st
and select their actions aHt , aRt . Both actors receive reward rt = R(st, a

H
t , aRt ; ✓) and observe

each other’s action selection. A state for the next timestep is sampled from the transition distribution,
st+1 ⇠ PT (s

0|st, aHt , aRt ), and the process repeats.
Behavior in a CIRL game is defined by a pair of policies, (⇡H,⇡R

), that determine action selection
for H and R respectively. In general, these policies can be arbitrary functions of their observation
histories; ⇡H

:

⇥
AH ⇥ AR ⇥ S

⇤⇤ ⇥ ⇥ ! AH,⇡R
:

⇥
AH ⇥ AR ⇥ S

⇤⇤ ! AR. The optimal joint
policy is the policy that maximizes value. The value of a state is the expected sum of discounted
rewards under the initial distribution of reward parameters and world states.

Remark 1. A key property of CIRL is that the human and the robot get rewards determined by the
same reward function. This incentivizes the human to teach and the robot to learn without explicitly
encoding these as objectives of the actors.
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Figure 1. This paper studies methodology for inference of parameter
values of cognitive models from observational data in HCI. At the bot-
tom of the figure, we have behavioral data (orange histograms), such as
times and targets of menu selections. At the top of the figure, a cognitive
model generates simulated interaction data (blue histograms). In this
paper, approximate Bayesian computation (ABC) is investigated to iden-
tify the model parameter values that yield the best fit between the real
data and simulator-generated data, while keeping the parameter values
reasonable given prior knowledge.

have included: (1) simplifying models until traditional infer-
ence methods are possible; (2) using values adopted from the
literature or adjusting them without studying their effect on
behavior; or (3) manually iterating to find values that lead to ac-
ceptable performance. Compared to this, principled inference
methods might reduce the potential for ambiguity, miscalcu-
lation, and bias, because model parameter values could be
properly conditioned on both literature and prior knowledge,
as well as the observation data.

ABC is particularly promising for inferring the values of pro-
cess model parameters from naturalistic data—a problem that
is known to be difficult in cognitive science [31]. The reason is
that ABC does not make any further assumptions of the model,
apart from the researcher being able to repeatedly simulate
data from it using different parameter values. ABC performs
inference by systematically simulating user behavior with dif-
ferent parameter configurations. Based on the simulations,
ABC estimates which parameter values lead to behavior that
is similar to observations, while also being reasonable consid-
ering our prior knowledge of plausible parameter values.

As a challenging and representative example, this paper looks
at a recent HCI process model class in which behavioral strate-
gies are learned using reinforcement learning [13, 16, 17, 36].
These models assume that users behave (approximately) to
maximize utility given limits on their own capacity. The mod-
els predict how a user will behave in situations constrained by
(1) the environment, such as the physical structure of a user
interface (UI); (2) goals, such as the trade-off between time
and effort; and (3) the user’s cognitive and perceptual capabil-
ities, such as memory capacity or fixation duration. This class
of models, called computational rationality (CR) models, has
been explored previously in HCI, for example in SNIF-ACT
[16], economic models of search [3], foraging theory [38], and
adaptive interaction [36]. The recent interest in this class is
due to the benefit that, when compared with classic cognitive
models, it requires no predefined specification of the user’s

task solution, only the objectives. Given those, and the con-
straints of the situation, we can use machine learning to infer
the optimal behavior policy. However, achieving the inverse,
that is inferring the constraints assuming that the behavior is
optimal, is exceedingly difficult. The assumptions about data
quality and granularity of previously explored methods for
this inverse reinforcement learning problem [32, 39, 45] tend
to be unreasonable when often only noisy or aggregate-level
data exists, such as is often the case in HCI studies.

Our application case is a recent model of menu interaction
[13]. The model studied here has previously captured adap-
tation of search behavior, and consequently changes to task
completion times, in various situations [13]. The model makes
parametric assumptions about the user, for example about the
visual system (e.g., fixation durations), and uses reinforcement
learning to obtain a behavioral strategy suitable for a partic-
ular menu. The inverse problem we study is how to obtain
estimates of the properties of the user’s visual system from
selection time data only (click times of menu items). How-
ever, due to the complexity of the model, its parameter values
were originally tuned based on literature. Later in Study 1, we
demonstrate that we are able to infer the parameter values of
this model based on observation data, such that the predictions
improve over the baseline, while the parameter values still
agree with the literature. To the best of our knowledge, this is
also the first time such inverse reinforcement learning problem
has been solved based on aggregate-level data.

We also aim to demonstrate the applicability of ABC, and
inference in general, in two situations: model development
and modeling of individuals. In Study 2, we demonstrate how
ABC allows us to make meaningful comparisons between mul-
tiple model variants, and their comparable parameters, after
they all have been fit to the same dataset. This presents a
method for speeding up the development of these kind of com-
plex models, though automatic inference of model parameter
values. In Study 3, we demonstrate how ABC allows us to
infer model parameter values for individual users. We discover
that overall these individual models outperform a population-
level model fit to a larger set of data, thus demonstrating the
benefit of individual models. As a comparison, it would not
be possible to fit individual models based on literature alone,
as the information generally only applies on population level.

OVERVIEW OF APPROACH
This paper is concerned with inference of model parameter val-
ues from data, which is also called inverse modeling. Inverse
modeling answers the question: “what were the parameter
values of the model, assuming the observed data was gener-
ated from the model?” Our goal is to assess the usefulness of
approximate Bayesian computation (ABC) [42] to this end.

We now give a short overview of inverse modeling in HCI, after
which we review ABC and explain its applicability. We finally
provide a short overview of the particular ABC algorithm,
BOLFI [18], we use in this study.

Inverse Modeling Approaches for Cognitive Models
For models that have simple algebraic forms, such as linear
regression, inverse modeling is simple, as we can explicitly



User

Search

UI

Learn

Model

Adapt

Use
Use

Search

UI

User

Adapt

User

UI

Adapt

User

Model

Learn

Model

YHTEISADAPTAATIO



SUUNNITTELEVATKO 
KONEET?



• Turhaa pelkoja ja hypeä? 

• Ensimmäiset kaupalliset pettymykset jo koettu 

• 99% suunnittelusta ei-laskennallista 

• Muutos vaikeaa 

• Käytännöt monimutkaisia 

• Taustaosaaminen riittämätöntä 

• Kone vielä “vain” työkalu ongelmanratkaisuun  

• Luova suunnittelu sekä monimutkaisten 

sosioteknisten kokkonaisuuksien hallinta 

kaukana…

SUUNNITTELEVATKO KONEET?



• Analytiikka ja A/B-testaus  

• Ennustavat mallit suunnittelutyökaluina 

• Generatiiviset design-työkalut 

• Itseoptimoivat sovellukset 

• Yhteislinjoittavat suunnittelurobotit 

• Itseorganisoituva rakennettu ympäristö

TULEVAISUUS

Kohta

Nyt

?



KONEET

Antti Oulasvirta 
Professori (käyttöliittymät) 
COMNET/ELEC

Suunnittelevat
http://bit.do/anttipaper 

http://bit.do/anttipaper

